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Abstract

The hairpin completion is a natural operation on formal languages which
has been inspired by biochemistry and DNA-computing. In our work we
solve two open problems from literature.

1. A natural variant of the hairpin completion is the bounded hairpin
completion. It was unknown whether the iterated bounded hairpin
completion of a regular language remains regular. We prove that this
is indeed the case. Actually we derive a more general result. We prove
that each language class which is closed under some basic operations is
also closed under iterated bounded hairpin completion.

2. It is known that the iterated hairpin completion of a singleton (or finite
language) is always context-sensitive, but it was unknown whether the
iterated hairpin completion of a singleton is always regular, see [2]. We
show that it might even be not context-free.

Biochemical Background

A DNA strand is a polymer composed of nucleotides which differ from
each other by their bases A (adenine), C (cytosine), G (guanine), and T
(thymine). A strand can be seen as a finite sequence of bases. By Watson-
Crick base pairing two base sequences can bind to each other if they are
pairwise complementary where A is complementary to T and C to G.
The hairpin completion is best explained by the following figure. By the
base sequence α we mean to read α from right to left and complement
its bases.

γ α β α

(a) strand

γ α
β

α

(b) hairpin

γ α
β

αγ

(c) hairpin completion

During chemical processes a strand which contains a sequence α and ends
on the complementary sequence α (a) can form an intramolecular base-
pairing which is known as hairpin (b). By complementing the unbound
sequence γ, the hairpin completion (c) arises.

On an abstract level a strand can be seen as a word and a (possibly
infinite) set of strands corresponds to a formal language. The hairpin
completion of a formal language was defined first in [1].

The Hairpin Completion of a Formal Language

Let Σ be an alphabet with an involution : Σ→ Σ (i.e., ∀a ∈ Σ: a =
a). For a word w = a1 · · · an let w = an · · · a1.

If a word w ∈ Σ∗ has a factorization w = γαβα, then γαβαγ is called
a (right) hairpin completion of w. Since a hairpin in biochemistry is
stable only if α is long enough, we fix a constant k ≥ 1 and ask |α| = k.
Symmetrically, if w = αβαγ with |α| = k, then γαβαγ is called a
(left) hairpin completion of w.

The hairpin completion of a formal language L ⊆ Σ∗ is the union of all
hairpin completions of all words in L:

Hk(L) = {γαβαγ | |α| = k ∧ (γαβα ∈ L ∨ αβαγ ∈ L)} .

For the bounded hairpin completion we assume that the length of the
factor γ meets a length constraint:

Hk,`(L) =

{γαβαγ | |α| = k ∧ |γ| ≤ ` ∧ (γαβα ∈ L ∨ αβαγ ∈ L)} .

Our focus is on the iterated versions of these two operations. Let

H0
k(L) = L, Hi

k(L) = Hk(Hi−1
k (L)) for i ≥ 0.

The iterated hairpin completion is defined as

H∗k(L) =
⋃
i≥0

Hi
k(L).

The iterated bounded hairpin completion H∗k,`(L) is defined analogously.

The Iterated Bounded Hairpin Completion

In [3] some closure properties of the iterated bounded hairpin comple-
tion have been proved. E.g., the classes of context-free, context-sensitive,
and recursively enumerable languages are closed under iterated bounded
hairpin completion. But one interesting question has has been left unan-
swered: Is the class of regular languages closed under iterated bounded
hairpin completion? We were able to answer this question positively, and
we even provide a more general result.

Theorem. Every language class which is closed under union, intersection
with regular sets, and concatenation with regular sets is also closed under
iterated bounded hairpin completion.

The proof can be found in the technical report [4].

Our theorem yields a new representation for H∗k,`(L) which uses L and
the operations union, intersection with regular sets, and concatenation
with regular sets.

In case L is a regular language this representation leads to a regular
expression. Written down the length of the representation is more than
exponential with respect to the bound `, but it is linear in the size of a
regular expression accepting L.

The Iterated Hairpin Completion of Singletons

The class of iterated hairpin completions of singletons

HCSk = {H∗k({w}) | w ∈ Σ∗}
has been investigated in [2]. HCSk is included in the class of context-
sensitive languages because context-sensitive languages are closed under
iterated hairpin completion, see [1]. However, the problem if HCSk con-
tains non-regular or non-context-free languages has been unsolved. We
solve this problem by stating a singleton whose iterated hairpin comple-
tion is not context-free.

Theorem. The iterated hairpin completion of a singleton is context-
sensitive and it is not in general context-free.

Let Σ =
{
a, a, b, b, c, c

}
and α = ak. Consider

w = αbαααcα.

We claim that H∗k({w}) is not context-free.

Since context-free languages are closed under intersection with regular
sets, it suffices to show that the intersectionH∗k({w})∩R is not context-
free for some regular set R. Let u = bα, let v = ααbα, and define

R = wu+vu+wu+w.

In our paper we prove

H∗k({w}) ∩R = {wunvunwunw | n ≥ 1}
which is a non-context-free language.

For details see the technical report [4].
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